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Abstract

Currently, the development of new materials such as alloys, using conventional research techniques such as empirical and stepwise approaches, is a lengthy, expensive process. In this project, we focus on the application of machine learning techniques on already existing experimental data relating to 5xxx series aluminum alloys to gain knowledge into the high dimensional relationship between alloy composition and its physical properties. The knowledge gained is used to screen generated alloy composition based on its corrosion resistance property. This process gives us the ability to select a handful of specific alloy composition for further experimental verification, instead of having an infinite number of possible compositions that cannot be verified through an exhaustive process. The results show us that a machine learning algorithm can accurately learn the relationship between the input alloy composition and output feature, which in this case is the material properties.

Using an algorithm to generate alloy compositions that have not yet been used in real-world applications, we generate millions of possible alloy compositions, which are then passed over though a screening stage to eliminate combinations of elements that are not applicable to our case. The resulting compositions after the screening process are then examined for validity. The screening stage is implemented as a machine learning model that has been trained on already existing 5xxx series aluminum alloys.
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1 Introduction

1.1 Motivation

Alloys are central to human society. They allow for structural design and architecture, packaging, and electronics, as well as applications in the automotive and aerospace sector. Alloys have been produced so far based on a method of coming up with recipes with new compositions, followed by properties and structure testing and characterization. The design and discovery of new alloys were essential elements of advanced engineering systems for many years. However, this design method, complicated by its chemical and structural complexities, is sometimes too slow. The screening of materials that has good performance with respect to underlying material properties is a trending topic in the field of material science. The traditional method of experimenting and modeling often requires a significant amount of time and resources and also involves a considerable degree of trial and error. Only a tiny fraction of potentially interesting alloys are put into practical use, which also means that the identification of new compositions with correspondingly suited properties and microstructures can not be readily pursued by using conventional techniques.

In the last few years, through this time-consuming method, humankind has been able to accept about 100,000 different alloys. However, the feature space of possible alloys exceeds that number by many orders of magnitude, and in this vast space of possibilities are buried novel discoveries that are critical to confronting global challenges. Machine learning provides the ability to significantly accelerate the discovery of new alloys by incorporating the knowledge obtained from previous experiments. Therefore applying machine learning algorithms to the materials sector is a research area with high potential-impact and significant benefits to society.

1.2 Problem Statement and Objective

Using the data collected from ‘A Survey of Sensitization in 5xxx Series Aluminum Alloys’[2], we are tasked to implement a machine learning algorithm which can then be further used to screen randomly generated alloy composition with respect to its degree of sensitization[DoS](see section 2.1.2). The average DoS value for all the available composition in the data set used for this project is 26.9. The aim here is to generate a composition which has a DoS value considerably lower(close to 0) than 26.9.

The objective of this project is to analyze the advantage of using machine learning algorithms in terms of its ability to significantly reduce the search space of discovering potentially new aluminum alloys with new material properties that can find use in various fields such as the automotive, technology and the space industry. The report also explores the ability of various machine learning algorithms, including neural networks, to accurately learn the relationships of the input alloy compositions. We also explore various techniques to generate candidate alloy composition, which is put through the screening stage to select the most optimum alloy composition.

2 Background

This section gives us a brief insight into the background knowledge related to the task in hand such as the data set used, machine learning models and neural networks.
2.1 Dataset

With the growth in the development of aluminum alloys in the welding, automotive, manufacturing, and space industry and their acknowledgment as an effective alternative to steel for several applications, there are increasing demands for those responsible for the development of aluminum alloys to become more acquainted with this group of materials. As mentioned before, the data for this project work was collected from the paper ‘A Survey of Sensitization in 5xxx Series Aluminum Alloys’ [2].

2.1.1 5xxx Series Aluminum Alloys

By adding elements to pure aluminum, an alloy is formed, creating a chemical composition which has enhanced properties. Once these compositions are developed, a 4-digit number is assigned in which the first digit represents a general series which characterizes its principal alloying elements.

The aluminum alloys, which are regarded as 5xxx series, are non-heat-treatable alloys[10] that provide good strength-to-weight ratio to solid solution strengthening and cold work. The major component in 5xxx series aluminum alloys apart from aluminum is magnesium. Magnesium is present in the alloy in the concentration range of 3%-5.6%[11]. This series of alloys has moderate to excellent mechanical properties in combination with significantly higher ductility in annealed condition, good resistance to corrosion and weldability[12]. Aluminum-magnesium alloys (5xxx series) are used for high strength foil, dump track bodies, petrol tanks, pressure cryogenic vessels, marine structures and fittings, automotive trim and architectural components.

Most passenger vessels use the 5xxx series alloy for both structural elements and hardware, ranging from 1000 tonnes per ship to 2000 tonnes. Since appearance is crucial for many ocean liners, the structures are painted, but aluminum allows a 50 percent longer period of time until refurbishing. For the construction of destroyers, 6000 tonnes of aluminum are used per year. The 5xxx series alloy’s weight-saving ability allows the vessel to ensure stability with its slim hull necessary to reach high speeds. The alloy may also be used, outside the mainframe, for a range of instruments and equipment, including doors, windows, gratings, and lockers. The use of aluminum alloys has created a technological revolution for the marine industry. Although aluminum has an initial cost penalty, its ability to build lightweight vessels with lower maintenance costs guarantees that over the course of its life, the vessel would be a valuable investment.

One of the drawbacks of the 5xxx series aluminum alloys is the fact that while most 5xxx alloys are highly resistant to corrosion, a super-saturation of Mg makes these alloys susceptible to intergranular attacks, including intergranular corrosion[2]. The major component in 5xxx series aluminum alloys apart from aluminum is magnesium. Magnesium is present in the alloy in the concentration range of 3%-5.6%[11]. This presence of magnesium along with aluminum leads to the formation of beta phases[13] (Mg2Al3), which can be present in a large amount along the grain boundaries. The presence of beta phases can induce inter-granular corrosion (IGC)[2], which in turn leads to the formation of cracks due to a process known as intergranular stress corrosion cracking (IGSCC)[2] in the material.

2.1.2 Degree of Sensitization (DoS)

Sensitization can be defined as the susceptibility of an alloy, to corrosion at grain boundaries[2]. DOS (or Sensitization Degree) test is performed to assess the correlation of sensitization determined by the electrochemical potentiokinetic reactivation test (EPR)[8] or nitric acid mass loss test [NAMLT][7] with the susceptibility to intergranular corrosion. NAMLT is the standard for experimental verifying the DoS value of a 5xxx series alloy and is applicable only to wrought[9] products by providing a quantitative measure of the susceptibility to intergranular corrosion. An alloy which is susceptible to the formation of beta phases (5xxx series alloys) when subjected to concentrated nitric acid, will experience dissolution. By measuring the weight of the test sample before and after being subjected to the acid, we can calculate
the DoS value of the particular alloy composition. In summary, the DoS value of an alloy gives us the extent of formation of beta phases.

2.1.3 Sensitization Temperature and Time

The corrosion resistance properties of 5xxx series aluminum alloys are usually observed over a significant time frame (months-years). This time frame is not particularly useful for researchers in terms of their ability to study the corrosion resistance properties such as DoS. In order to reduce the period of corrosion and to accelerate the corrosion properties of such alloys for research purposes, the alloys are subjected to temperatures (Sensitization temperature[14]) higher than what the these alloys will experience in the real world. An alloy is subjected to such high temperatures for a period of time (hours to days), which is termed as sensitization time[14]. The properties measured form an alloy subjected to such conditions mimic the properties of alloys subjected to real world conditions over a large time frame. The acceleration of the corrosion properties allows us to measure the DoS value of a wide range of aluminum alloys with high degree of accuracy.

2.1.4 Temper Notation

Considering the various series of aluminum alloys, we observed that their characteristics and resultant application vary considerably. Aluminum has two very different forms, which are the heat-treated aluminum alloys, and the non-heat treated aluminum alloys. The 1xxx, 3xxx, and 5xxx series wrought aluminum alloys are non-heat treatable[15] and are strain hardenable only. The 2xxx, 6xxx, and 7xxx series wrought aluminum alloys are heat treatable, and the 4xxx series consists of both heat treatable and non-heat treatable alloys. The 2xx.x, 3xx.x, 4xx.x, and 7xx.x series cast alloys are heat treatable. The 5xxx series alloys acquire their optimal mechanical properties through the process of strain Hardening[16]. Strain hardening is a method which increases the strength of certain materials by introducing cold work application. The Temper Designation System[6] describes the conditions of the material, called tempers. The Temper Designation System consists of a sequence of letters and numbers that match alloy designation number. The temper designation for alloys is given below in table 1.

<table>
<thead>
<tr>
<th>Table 1: Temper designation for alloys</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notation</td>
</tr>
<tr>
<td>F</td>
</tr>
<tr>
<td>O</td>
</tr>
<tr>
<td>H</td>
</tr>
<tr>
<td>W</td>
</tr>
<tr>
<td>T</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: Temper designation for first digit of H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notation</td>
</tr>
<tr>
<td>H-1</td>
</tr>
<tr>
<td>H-2</td>
</tr>
<tr>
<td>H-3</td>
</tr>
</tbody>
</table>

The temper designation specific to 5xxx series aluminum alloys are H(strain hardened). The H temper designation is followed by two or more digits that further specify the type of temper. The first digit indicates the specific combination of basic operations, as shown in table 2. The second digit in the temper notation of H describes the degree of strain hardening as shown in table 3. The variation in the two digit temper notation of H can be represented by a third digit, for example a temper notation of H111 implies that the alloy underwent some amount of cold strain hardening after annealing but not enough for it to qualify as an H11 or H12 temper.
### Table 3: Temper designation for second digit of H

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(\frac{3}{4}) Strain hardened</td>
</tr>
<tr>
<td>4</td>
<td>(\frac{1}{2}) Strain hardened</td>
</tr>
<tr>
<td>6</td>
<td>(\frac{3}{4}) Strain hardened</td>
</tr>
<tr>
<td>8</td>
<td>Fall hard</td>
</tr>
<tr>
<td>9</td>
<td>Extra hard</td>
</tr>
</tbody>
</table>

### 2.1.5 Recrystallization

Recrystallization is the process in which the grains of a deformed alloy structure is replaced by an entirely new set of stress-free grain. These new grains nucleate, grow and spread until all the old grains have been replaced. Alloys subjected to recrystallization experience an increase in ductility.

### 2.1.6 Criteria for classifying an alloy as 5xxx series

The major component in 5xxx series aluminum alloy is magnesium. Apart from this, the presence of other elements enhances the material properties of the alloy. The addition of these elements are restricted withing certain range as shown in table 4.

### Table 4: Alloy selection criteria(* implies strict criteria)

<table>
<thead>
<tr>
<th>Element</th>
<th>Range</th>
<th>Element</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>No Limit*</td>
<td>Cu</td>
<td>0.0% - 0.7%</td>
</tr>
<tr>
<td>Mg</td>
<td>3.5% - 6.0% *</td>
<td>Ag</td>
<td>0.0% - 0.2%</td>
</tr>
<tr>
<td>Mn</td>
<td>0.1% - 0.6%</td>
<td>Si</td>
<td>0.0% - 0.5%</td>
</tr>
<tr>
<td>Fe</td>
<td>0.1% - 0.4%</td>
<td>Ni</td>
<td>0.0% - 0.2%</td>
</tr>
<tr>
<td>Cr</td>
<td>0.0% - 0.3%</td>
<td>Ca</td>
<td>0.0% - 0.2%</td>
</tr>
<tr>
<td>Ti</td>
<td>0.0% - 0.3%</td>
<td>Ge</td>
<td>0.0% - 0.4%</td>
</tr>
<tr>
<td>Sr</td>
<td>0.0% - 0.5%</td>
<td>Nd</td>
<td>0.0% - 0.4%</td>
</tr>
<tr>
<td>Zn</td>
<td>0.05% - 0.75%</td>
<td>Ce</td>
<td>0.0% - 0.4%</td>
</tr>
<tr>
<td>Zr</td>
<td>0.0% - 0.5%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 2.2 Machine Learning and Neural Networks

Machine-learning algorithms utilize statistics on massive amounts of data to find underlying hidden patterns and is a data analysis technique that automates the construction of analytical models. It is a branch of AI focused on the premise that systems with minimal human interaction can learn to recognize patterns from data, and make decisions. Machine learning today is not like that of the past because of new computing technologies. It was born from pattern recognition and is based on the theory that computers can learn to perform specific tasks without being specifically programmed. They learn to generate accurate, reproducible decisions and results from prior computations. Machine learning was formulated on the basis of its potential in using computers to test the structure of data, even when we do not have a theory as to what that structure is. A validation error on new data is the test for a machine learning model. Since machine learning often uses an iterative approach to learn from data, it is simple to automate the learning. This iterative aspect of machine learning when it comes to training a model is important since these models can adjust independently as they are exposed to new data.

Neural network models on the other hand have similar functionality to that of a machine learning model, but is more versatile and can solve highly complex tasks and is generally regarded as a subset of machine learning algorithms. The structure of a neural network model resembles the neuron structure in the human
3 Design and Implementation

This section describes the steps taken to achieve the final objective of the project, including the various machine learning techniques that were tested in order to select the best performing model.

3.1: Data Analysis and Preprocessing

Analysis of correlation of composition elements with respect to DoS shows us that aluminum and magnesium are comparatively more correlated with DoS than any other constituent elements as is evident from figure 1. Aluminum is inversely correlated to DoS, which implies that an increase in the amount of aluminum in an alloy will lead to a decrease in DoS value (an increase in amount of aluminum means that the percentage contribution of magnesium is reduced, therefore resulting in lower DoS). Magnesium is positively correlated, which is expected as sensitization is caused due to presence of magnesium in the alloy. This knowledge can help a machine learning model to learn other underlying relationships and therefore get better result.

![Correlation of elements with respect to DoS](image)

Figure 1: Correlation of elements with respect to DoS

The first step in training any machine learning model is to process or encode the input data in an appropriate manner so that the model can quickly parse the data. Data preprocessing is an essential step as any imperfection resulting in this stage can lead to drastic variation in the performance of models. Errors are usually present or are introduced during the data gathering process. These errors can be due to human error, faulty equipment such as sensors, missing values, registering fake data as genuine, and also due to corrupted files. These errors can mislead a learning algorithm into finding relationships in input data that does not exist or not finding any correlation in the input data at all, which implies that the knowledge discovery process is hampered.

3.1.1: Encoding

The data collected from [2] was unified and written over to an excel file. Each row in the dataset contains the alloy name, sensitization time, sensitization temperature, recrystalization, temper notation, alloy
composition and its corresponding DoS value assessed using the NAMLT[7] process. For each of the alloy composition, it was ensured that the sum of composition was equal to 100.0. Alloys that underwent recrystallization was encoded as 1 and the rest were encoded as 0. No missing values were found in the dataset compiled. The temper notation for each alloy was encoded as shown in table 5.

<table>
<thead>
<tr>
<th>Temper type</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>H (lab)</td>
<td>1</td>
</tr>
<tr>
<td>H116</td>
<td>2</td>
</tr>
<tr>
<td>H131</td>
<td>3</td>
</tr>
<tr>
<td>H321</td>
<td>4</td>
</tr>
<tr>
<td>O</td>
<td>5</td>
</tr>
<tr>
<td>Stabilised</td>
<td>6</td>
</tr>
<tr>
<td>n/l</td>
<td>7</td>
</tr>
</tbody>
</table>

The resulting data set was split into the input features X and the output feature y. The input to all the machine learning models in this project are the following:

**Input(X):** Sensitization time, sensitization temperature, encoded temper and composition.

**Output(y):** Degree of Sensitization(DoS).

### 3.1.2 Train Test Validation Split

In machine learning, we usually split the data set into two, **a)** Training set: The data that is used by the machine learning model for the knowledge discovery process, **b)** Test set: The data that has been reserved on which we test the performance of the model, which ensures that the performance is based on new unseen data. This workflow can often lead to two major problems; we might overfit or underfit our model. Overfitting means that the model learns all the intrinsic relationship of training data such that the model cannot perform on any new data, on the other hand, a model can underfit if it not complex enough to capture any valid relationship. The aim is to build a model that can generalize well with respect to new unseen data. This problem is usually solved by using the concept of k-fold cross validation.

For k-fold cross validation[17], we randomly split the dataset into k sets. K number of models are generated and evaluated for performance. For each set, the set is taken as hold out data/test data, and a machine learning model is trained on the rest of the data. The performance of the resulting model is saved, and the model is discarded. The process is repeated for all k sets, and the performance results are summarized. One of the important features of using k-fold cross validation is that a record/sample is only used once as testing data, and k-1 times as training data. The major benefit comes when the size of data set is small as is in our case, where it is hard to train a model that generalizes well The results shown in this report are based on 10-fold cross validation with a fixed random state set to 42.

### 3.1.3 Outlier Detection

Outliers are data points in the data set that deviate significantly from the rest of the data. These usually implicate the presence of noise or errors and can significantly affect the performance of a model. Outliers are hard to find as these anomalies are usually multivariate which means that they exist in n-dimensional space. We try to remove these outliers as they force the learning algorithm to find unwanted relationships in the data. Various outlier detection algorithm exists which can effectively detect most of the outliers. For this project, the isolation forest algorithm was used to identify and remove outliers.

#### 3.1.3.1 Isolation forest
Isolation forest[18] is based on the tree data structure. The main idea here is that an outlier is more perceptible to isolation than a normal data point. A typical outlier detection algorithm works by grouping together all the data points that it thinks are normal, and the remaining data points are classified as outlier. With the isolation forest algorithm, all the data points that the algorithm thinks are outliers are grouped together first and the remaining data points are classified as normal data points.

Figure 2 visualizes the intuition behind the algorithm. On the left hand side, we can observe that the outliers can be easily isolated using a single line, and on the right hand side, we can see that more number of lines are required to isolate a data point that isn’t an outlier. These outliers are represented by a branching in the tree closer to its root, which means that the average path length from the root to an outlier is shorter than other observed data points. This property allows us to identify outliers in the data set.

3.2 Neural Networks

A neural network model was trained in order to assess its performance and viability in predicting accurate DoS value. The process involved constructing a simple feed forward regression model with one hidden layer, which was then fine tuned using genetic algorithm[19]. The network model has 21 input features corresponding to X as mentioned above and one output feature DoS(y) which was normalized using a min-max scaler. The number of hidden layers was fixed to 1, and the sigmoid[4] activation function was used for the hidden layer.
The loss function was set to MSE (Mean Squared Error) loss[20]. This loss function gives us the squared error between the predicted and the actual value, and is most commonly used loss function for regression tasks. MSE loss function is very susceptible towards outliers, but this is not a problem as we have already dealt with the outliers using the isolation forest algorithm. The optimizer was set to Adam (Derived form adaptive moment estimation), which is an extension to stochastic gradient descent algorithm. The task of an optimizer is to update the weights of a neural network model based on the input and output training data. The Adam optimizer[5] was selected on the basis of its performance in terms of its accuracy, lower computational overhead required, and its ease of use. Figure 3 visualizes the network architecture. Other parameters such as the learning rate, epochs and number of hidden layer neurons are selected by the custom genetic algorithm implementation.

3.2.1 Genetic Algorithm

The genetic algorithm[19,3] is based on the idea of natural selection, where the aim is to optimize a constrained or unconstrained problem. Here the genetic algorithm is implemented by defining an initial population of size n. The initial population consists of n number of network models, where each model has randomly assigned hyper-parameter. The fitness of each individual (model) is then calculated for the current generation. The fitness of an individual is defined by the test set accuracy of a specific model. The higher the test set accuracy of a model, the greater is the fitness. Two parents are then selected from the population to perform cross-over and mutation. The cross-over operator takes properties (hyper-parameters) from two parents and then combines them to generate an intermediate on which the mutation operator is performed. The mutation operator performs mutation by randomly flipping bits in the binary representation of the intermediate. The resulting mutated representation is converted back to decimal and is then used as hyper-parameters to train a child network model, which is then passed on to the next generation. The process continues for m number of generations, where members in each generation are expected to evolve so as to find the optimal solution.

![Genetic algorithm flowchart](image)

For our case, the task of the genetic algorithm was to find the optimal value for the following hyper-parameters; 1) Learning rate: This parameter determines the extent to which the model weights are updated in response to the estimated error, 2) Number of hidden layer neurons, 3) Number of epochs for learning: This parameter determines the number of times the training data is used to update the weights of the network. These parameters are learned over time through the use of a genetic algorithm. For the purpose of this paper, the hyper-parameters of the genetic algorithm, such as the population size, mutation rate, and the number of generations was set to 100, 0.1, and 100, respectively.

The genetic algorithm was manually implemented in python. The main components of the implementation includes the following:

- A method to initialize the initial generation with random hyper-parameter values. The hyper-parameters such as the learning rate, number of hidden layer neurons and epochs for each individual in the first generation was selected randomly. The random selection of these hyper-parameters was restricted within the limit mentioned below.
Learning rate = \((0.01 - 0.9)\)

Number of hidden layer neurons = \((10 - 300)\)

Number of epochs = \((10 - 500)\)

- A method to determine the fitness of all individuals in the current generation. The fitness of an individual is equal to its test set accuracy. The chances of an individual being selected as parents in a specific generation is directly proportional to its fitness score, therefore individuals that perform best has a higher chance of being selected as a parent. The aim of the evolution process is to maximize the fitness score.

- A method to implement the cross-over operator. This allows us to combine the hyper-parameter values of two parents to generate a child. The cross-over operator selects two individuals from the current population as parents. The hyper-parameters of the parents are then represented in their binary form. The binary representation facilitates cross-over. The cross-over is implemented manually by mixing up the binary representation of parameter values of both the parents. The resulting binary number is then converted back to its decimal representation and is then used as hyper-parameters to train the child model.

- A method to implement mutator operator. The mutator operator is used to maintain genetic diversity throughout the evolution process. This operator changes the properties of the hyper-parameters of a child class by a small amount based on a random event. The hyper parameters resulting from the cross-over operator is modified slightly by adding a small value (a random value not greater than 10% of the max limit mentioned above) to it. This small change ensures that the child class is not a direct copy of its parent class.

### 3.3 Supervised Machine Learning Models

In search of the best machine learning models, various algorithms was tested for performance in terms of its mean validation set accuracy. Five different machine learning algorithm which included a) Linear Regressor, b) K-Neighbor Regressor, c) Decision Tree Regressor, d) Support Vector Regressor e) Xgboost were tested and compared with the neural network model. The best performing model was then selected for the final screening process. Each model was tested using the cross validation technique with the random seed set to 6. The mean accuracy of all the validation set accuracy was reported and is the basis of selection for the optimum model. The accuracy was measured in terms of the models R2 score. R2(R-squared) score gives us a measurement of the variation in the predicted and the real output. In other terms, the R2 score is the statistical measurement of how close the predicted data is fitted to the regression line. The value of R2 is in the range -1 to 1. An R2 score of zero implies that the model does not explain any variance with respect to the real output. (Note: a high R2 score does not directly imply better performance. The interpretation of R2 score depends on its use in a specific task. According to Cohen(1992)[1], R2 value of 0.12 or below indicate low, between 0.13 to 0.25 values indicate medium, and any value above 0.26 indicate high effect size. Since the data we have is measured under lab conditions, where many of the variables are under control, we can sufficiently rely on the R2 score as a metric for evaluating models)

#### 3.3.1 Linear Regression

Linear regression is a primary method in predictive analysis and is widely used. The general principle of regression is to look at two things: (1) Does a collection of input variables(independent) have any correlation with the outcome variable (dependent/DoS ) (2) Which variables are significant predictors of
the outcome variable in particular, and in what way do they indicate the magnitude and the sign of the beta estimate? A linear regression model tries to find the relationship between the input variables by fitting a linear equation to the data. This model is useful only in selected handful of cases and is not the best model for our project. The input data here does not have linear relationship, and therefore we expect this model to perform the worst. The purpose of training this model is to set a baseline R2 score for comparing other models.

3.3.2 K-Neighbor Regression (KNR)

K-Neighbor regression is a non-parametric algorithm based on the idea that a new unseen data point has characteristics similar to k data points that are closest to it in a multi-dimensional feature space. The main advantage here is that there is no training phase, but instead consists of storing the training data as points in higher dimensional feature space. When the model is given an input to predict the output, the algorithm finds k number of neighbors that closest to the given input point in feature space, and the predicted value is usually the mean of these k neighbors. The data set in our case can be termed as sparse (significant presence of zero values), which implies that most of the data points in the training set lies on the axis of the multi-dimensional feature space. The K-neighbor algorithm’s performance is therefore hindered due to the presence of these zero values.

The k value was set to 5 with uniform weights for all input features. The distance is calculated as Minkwoski metric.

3.3.3 Decision Tree Regression (DTR)

The decision tree algorithm works by constructing a regression or classification model in a tree structure. This is done by breaking down a dataset into smaller and smaller subsets at the same time incrementally creating a related decision tree. The end result is a tree with nodes for decision and nodes for output as leaves. Decision trees are predictive models that use a set of binary rules to calculate a target value. A decision tree arrives at an estimate by asking the data a series of questions, each question narrowing down our possible values until the model becomes confident enough to make a single forecast. The prediction will be an estimate based upon the train data on which it was trained. The major disadvantage of this algorithm is its inability to predict continuous values, which is required for our purpose.

The criterion for splitting was set to MSE (Mean Squared Error), and the splitter strategy was set to ‘best’.

3.3.4 Support Vector Regression (SVR)

A support vector regression model is based on a similar principle that drives the support vector machine model used for classification. The model tries to find a hyperplane that separates the data classes. This process of finding an optimal hyperplane is done by a kernel. A kernel helps in finding a hyperplane in the higher dimensional space without drastically increasing the computational cost. The computational cost will usually increase if the number of data dimensions increases. This increase in dimension is necessary when we can not find a separate hyperplane in a given dimension, and therefore we are forced to move to a higher dimension. With respect to support vector regression, the hyperplane is used to predict the continuous output. One of the significant advantages or SVR is that the user can specify the level of tolerance in error by setting appropriate hyper-parameters.

The kernel was set to rbf (Radial Basis Function) due to its performance in terms of accuracy. The kernel coefficient gamma was set to ‘auto’, regularization parameter C was fixed at 50 and the epsilon value was fixed at 5. The epsilon value determines the tolerance in error.
3.3.5 Xgboost Regression

Xgboost\[21\] (Extreme Gradient Boosting) is an ensemble learning model and is a variant of the popular GBM(Gradient Boosting Machine) algorithm. Often times, depending on the characteristics of only one machine learning model may not be enough to produce well generalized accurate output. Ensemble learning provides a structured approach for integrating the multiple learners' predictive ability. The effect is a single model that has the power of multiple models' ability to aggregate performance. The xgboost algorithm combines techniques from models such as decision trees, bagging, random forest, and gradient boosting. The evolution of xgboost can be summarized as follows: Decision trees allows for the graphical representation of all possible solutions to a decision. While decision trees are used as-is for many classification and regression tasks, it is limited by its performance as a single stand-alone model. This drawback is addressed through the idea of bagging. Bagging (Bootstrap Aggregation) is an ensemble meta-algorithm that combines the output of multiple models. In the bagging process, a group of models is trained on the same data. The output is finalized by the majority voting system. This technique facilitates the model to be more generalized, robust, and stable. Bagging also helps avoid overfitting and reduces variance. The introduction of bagging was followed by the development of the random forest ensemble model. Instead of training multiple models on the same data, the random forest model trains a specific model with randomly sampled data. This also implies that some of the training data will be used by multiple models. The idea is that by training each tree on different samples, even if each tree has high variance with respect to a specific collection of training data, the entire forest would generally have lower variance overall, but not at the cost of raising the bias. The output predictions are made by averaging the predictions of each decision tree. This algorithm was followed by the introduction of boosting. Boosting is similar to bagging in the sense that multiple models are trained for a single task. The difference here is that instead of training all the models independently, irrespective of the performance of each other, here the training is done sequentially. A model is first trained, and a new generation of models is trained based on the performance of its predecessor such that the new model overcomes the weakness of the previous model. The performance of a boosting algorithm can be improved by using the gradient boosting algorithm. This technique is similar to boosting except for the fact that the gradient boosting algorithm uses a loss function that describes the criteria to be minimized. The model relies on the intuition that, when the current model is combined with all the previous models, the next best possible model minimizes the overall error in prediction. The main idea is to set the target results for this next model so as to minimize the error. The xgboost algorithm is a variant of such a gradient boosting algorithm with system optimization and algorithmic enhancements. This optimization includes parallelization, tree pruning, and improved memory allocation and usage.

The xgboost model was trained similar to all other models mentioned above, using 10 fold cross validation. The parameters are set as follows: max_depth = 6 (set to low value to prevent overfitting), n_estimators = 1000(Maximum number of decision trees), colsample_bytree = 0.8 (Subsample ratio of columns during tree construction).

3.4 Data Generators and Screening

![Figure 5: Flowchart for screening candidate alloy compositions](image)

Data generators are required to generate candidate test data/ compositions that can then be passed over to the trained machine learning model for the screening stage. The resulting output from the machine
learning model (DoS value) will be checked for validity. The aim is to select the input candidate with the lowest output value (DoS) screening through an average of $10^5$ randomly generated test compositions. These random composition are restricted based on the range mentioned in table 4. The best composition is then marked as a viable output.

The two technique used to generate the random candidate compositions are mentioned below:

**a) Stochastic Generator:** This generator randomly selects values in the range mentioned in table 4 and sends it as a list to the machine learning model. A random continuous value was selected for all the constituent elements in the alloy, and the categorical values (Temper notation) were selected randomly form a list.

**b) SMOTE(Synthetic Minority Oversampling Technique) Generator:** This algorithm is generally used for addressing class imbalance problems. The SMOTE[22] generator synthesizes new minority instances for the already existing minority classes in the data set. This algorithm samples points from the high dimensional feature space according to the neighborhood of each example of the minority class. Applying the SMOTE generator on the data set directly will yield a new data set that is very much similar to the original data set, but this is not what we want. The aim is to generate data that has high variance and is only slightly similar to the original data and also conforms to the criteria mentioned in table 4. In order to solve this problem, we only sample a small portion of the original data set as a reference for the SMOTE algorithm, this ensures that the generated data set is more random and does not match the original data set.
Results and Discussion

This section describes the results of all the models tested and evaluated. The best performing model was then used for the screening stage and the final output composition is obtained.

4.1 Neural Network Evaluation

A neural network model was trained using genetic algorithm to fine tune three basic hyperparameters (Learning rate, Number of hidden neurons, and Number of epochs). The best performing model in the last generation was then evaluated for performance in terms of R2 score. The mutation rate for the genetic algorithm was set to 0.2 and the number of generations was set to 100 with each generation having a population size of 100. The hyper-parameters and the R2 score of the best model after every 10 generation was then recorded and visualized in figures 8, 9, 10, and 11 (Note that each increment in generation on the figure represents 10 generations).

![Figure 8: Evolution of Learning Rate](image)

![Figure 9: Evolution of number of hidden neurons](image)

![Figure 10: Evolution of number of epochs](image)

![Figure 11: R2 score (scaled b/w 0 and 100) of best model after every 10 generations](image)
The genetic algorithm successfully modifies the hyper-parameter such that the resulting best model in the final generation has much higher R2 score when compared to the best model in the first generation. Upon testing for improvement in performance by increasing the number of generations, varying the mutation rate, and size of the population, it was seen that the accuracy of the best performing model did not go beyond 0.52. The hyper-parameters for the best performing model after 100 generations are as follows:

- Learning rate = 0.02315
- Number of hidden layer neurons = 186
- Epoch = 439

The genetic algorithm was run four times with the same settings (generations = 100, population size = 100, mutation rate = 0.1) and the average results recorded is shown in table 7.

**Table 6: Results for separate consecutive runs of the Genetic algorithm**

<table>
<thead>
<tr>
<th>S.no</th>
<th>Learning Rate</th>
<th>Number of Hidden neurons</th>
<th>Epochs</th>
<th>R2 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02467</td>
<td>211</td>
<td>572</td>
<td>0.5178</td>
</tr>
<tr>
<td>2</td>
<td>0.02189</td>
<td>193</td>
<td>682</td>
<td>0.5031</td>
</tr>
<tr>
<td>3</td>
<td>0.02384</td>
<td>118</td>
<td>450</td>
<td>0.5206</td>
</tr>
<tr>
<td>4</td>
<td>0.02264</td>
<td>256</td>
<td>427</td>
<td>0.5189</td>
</tr>
</tbody>
</table>

**Table 7: Average hyper-parameter settings and R2 score for the Neural Network model**

<table>
<thead>
<tr>
<th>Average Learning Rate</th>
<th>Average number of hidden neurons</th>
<th>Average Epochs</th>
<th>Average R2 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02362</td>
<td>193</td>
<td>532</td>
<td>0.52</td>
</tr>
</tbody>
</table>

**4.2 Evaluation of Supervised Machine Learning models**

Each of the machine learning models (Linear, KNR, DTR, SVR and Xgboost) was run with the hyper-parameters set as mentioned in the method section and evaluated on the basis of its R2 score. Figure 12 shows the comparison of R2 score of all the models.

*Figure 12: Figure on the left shows the average 10-fold CV R2 score of all models, Figure on the right shows the box plot of all models with respect to the cross validation R2 scores.*

The xgboost model outperforms all other models by a large margin. It has the least variance and the highest R2 score. The linear regression model performed the worst with an average R2 score of 0.04. The
decision tree regressor has the second best performance, which was unexpected as the output of this model is not continuous. Based on these results, the xgboost model was selected for the final screening stage.

The xgboost model was tested for change in performance before and after the removal of outliers. It was observed that the R2 score increased by an average of 2% after removing outliers. The average R2 score and mean squared error for the xgboost model was 0.889 and 21.13 respectively.

Figure 13: Comparison of R2 score before and after removing outliers

Figure 14: Comparing the prediction of xgboost with the actual DoS value
4.3 Analysis of Screened Alloy Composition

The restrictions on percentage contribution of each alloy forces us to screen a large number of candidate alloy compositions as this restriction also constricts the search space. Screening an average of $10^5$ randomly generated inputs with no restrictions on composition limits, and selecting the input with the least DoS, the results shown in table 8 were obtained.

Table 8: Composition with least DoS value obtained without any restrictions on compositions using stochastic generator.

<table>
<thead>
<tr>
<th>Input</th>
<th>Value</th>
<th>DoS</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitization time</td>
<td>7</td>
<td>0.0018</td>
<td>The DoS value for this particular set of input is almost close to zero, which is what we need, but the composition does not meet the requirements mentioned in table 4. The percentage contribution of magnesium is only 0.22, but it should range between 3.5% and 6.0%. The low value of magnesium is the reason why the DoS value is lower (Note that percentage contribution of magnesium is positively correlated to Dos [figure 1]).</td>
</tr>
<tr>
<td>Sensitization temperature</td>
<td>150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recrystallized Temper</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>95.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sr</td>
<td>1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ge</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nd</td>
<td>0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Composition with least DoS value obtained with restrictions on compositions using SMOTE generator

<table>
<thead>
<tr>
<th>Input</th>
<th>Value</th>
<th>DoS</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitization time</td>
<td>7</td>
<td>1.045</td>
<td>The DoS value for this particular set of input is higher than that shown in table 8. This is what is expected as the percentage contribution of magnesium in this case is also higher than the previous output. The inputs also conforms to the criteria and the DoS value is also low considering the fact that the average DoS value of the original dataset is 26.9. This composition can therefore be considered as valid.</td>
</tr>
<tr>
<td>Sensitization temperature</td>
<td>150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recrystallized Temper</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>94.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>4.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sr</td>
<td>0</td>
<td>1.045</td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ge</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nd</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Using the stochastic generator without any restrictions on criteria leads to generation of composition that has low magnesium value. The low value of magnesium intrinsically conveys that the resulting DoS value is also low. Using the same trained xgboost model used for the stochastic generator, a new set of random input generated using the SMOTE generator was fed to the model. The SMOTE generator was only given a portion of the original data set[100 random records form original data set] for reference. This process increases the variance of the resulting data set. The SMOTE algorithm also alleviates the need for checking if the results match the criteria, as these properties are learned from the reference input passed to the SMOTE function. Similar to the previously mentioned process, each record was screened to obtain the input that has the least DoS value. The resulting input is shown in table 9.

4.4 Discussion

Based on the performance of the neural network model, it seems that the architecture was not able to capture the full relationship of the input variables, leading to a lower performance metric. This may be due to insufficient input data. The size of available data is small, as we are mainly focused on aluminum alloys. This constraint means that obtaining more data that has been experimentally verified is difficult. On the other hand, models such as DTR and xgboost seems to perform better with respect to the neural network model. One of the reasons behind this is that the data set used here has intrinsic mathematical foundations with respect to the alloy crystal structure, bonds, and material properties. These properties help a machine learning model to identify underlying hidden patterns of interest, thereby allowing them to perform better.

We were able to successfully generate inputs/composition which ticks all checkboxes when it comes to input criteria and DoS value. By repeating the process of screening random data, more ideal compositions can be obtained. The generation of these ideal compositions is the first stage in the development of an alloy that can be put to use in the real world. The next stage would be to experimentally verify the DoS value of the ideal composition, and thereby allowing us to check the validity of the model trained. Experimentally verified compositions can then be used as input for training or updating a model, further improving its performance.
Future Work

The results from this project work gave us insight into the use of machine learning in the field of material science. The results showed a machine learning model can learn to identify underlying patterns and gain knowledge and perform with high accuracy. The output of these models if verified experimentally can allow us to reduce the development time of various alloys with different material properties. The project works focuses only on aluminum alloys, but can be extended for use with other alloys with different criteria and material properties, for example: deriving compositions for magnesium alloys with better tensile strength and reduced weight for use in automotive industry, development of specialized alloys which requires extremely specific material properties for use in the tech industry. More over new and advanced data generation techniques can be researched upon which takes into consideration the stoichiometric relationship of the constituent elements in the alloy, and other such properties.
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